
PSCI 8357: Statistics II
Professor Brenton Kenkel
Vanderbilt University
Spring 2023

This course will prepare you to conduct empirical research in political sci-
ence, with a focus on linear regression models. You should come away from
this course an informed consumer and user of the most important statistical
modeling techniques in political science.

General Information

Place and time. Stat II meets in Commons 349 from 9:30–10:45 a.m. on
Tuesdays and Thursdays. A weekly recitation will be held at a time TBD.

Contact info. You can reach me by email at brenton.kenkel@vanderbilt.
edu.

Office hours. My office hours are Mondays from 1:00–2:30 p.m. in Com-
mons 326.

TA. The TA for Stat II is Martín Gou. His office hours are TBD. You can
also email him at fernando.martin.gou@vanderbilt.edu.

Grading

Your grade will be based on:

• Weekly problem sets (30%).

• Midterm exam (20%) in class on Thursday, March 9.

• Data analysis paper (10% proposal, 15% initial draft, 25% final paper).

1. Proposal due Monday, February 27, at 5:00 p.m.

2. Initial draft due Monday, April 3, at 5:00 p.m.

3. Final paper due Friday, April 28, at 5:00 p.m.
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Late assignments will not be accepted except in case of a documented family
or medical emergency. It is much better to turn in work that is imperfect or
incomplete than to turn in nothing at all.

Books

Garner access to the following books:

• Jeff Leek, The Elements of Data Analytic Style. E-book available from
https://leanpub.com/datastyle. [EDAS]

• Joshua D. Angrist and Jörn-Steffen Pischke, Mostly Harmless Econo-
metrics. [MHE]

You may also want to grab the companion book Mastering ’Metrics, a
less technical introduction to the same material.

• William H. Greene, Econometric Analysis, 7th edition.

Earlier or later editions are fine, but the chapter numbers in the syllabus
might not match.

Schedule and Readings

The most important thing to read each unit is the corresponding chapter of
the lecture notes, posted online at https://bkenkel.com/pdaps. Next most
important are the readings listed in bold. All others listed are for additional
reference or edification.

1 Principles of Programming and Data Management

Data analysis as programming. Reproducibility via scripts. Control struc-
tures. Functions. Best practices for handling and sharing data. Tidy data
principles.

Bowers (2011); Wilson et al. (2014); EDAS (entire book); Wilson
et al. (2016); Healy (2016); Wickham (2014).
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2 Matrix Algebra (A Crash Course)

Matrix notation. Basic operations. Inversion and invertibility. Systems of
linear equations, and their solutions.

Simon and Blume ch. 8 (handout); Greene Appendix A (“Matrix Alge-
bra”).

3 Reintroduction to the Linear Model and OLS

Conditional expectation. The linear model in matrix form. The ordinary
least squares estimator.

MHE 3.1.1–3.1.2; Green ch. 2–3 (“The Linear Regression Model” and
“Least Squares”).

4 OLS Inference

Sampling distribution of OLS. Joint hypothesis tests.

MHE 3.1.3; Green ch. 4 (“The Least Squares Estimator”).

5 Non-Spherical Errors

Heteroskedasticity. Weighted least squares. “Robust” standard errors. Au-
tocorrelation, briefly.

MHE 8.1; White (1980); Greene ch. 9, 20 (“The Generalized Linear Model
and Heteroskedasticity” and “Serial Correlation”); King and Roberts (2015);
Aronow (2016).1

6 The Statistical Crisis in Science

Publication bias. p-hacking. The garden of forking paths.

Ioannidis (2008); Simmons, Nelson and Simonsohn (2011); Gelman
and Loken (2014).

1If you read the King and Roberts paper, you must also read the Aronow paper.
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7 Clustered and Panel Data

Grouped data notation. Random and fixed effects. Hausman test. “Cluster-
robust” standard errors.

MHE 8.2; Moulton (1990); Cameron and Miller (2015); Greene ch. 11
(“Models for Panel Data”).

8 Binary Outcomes

Maximum likelihood estimation. Logit and probit. Interpreting nonlinear
models. Average marginal effects. Comparison to linear probability model.

MHE 3.4.2; Hanmer and Kalkan (2013); Greene ch. 14, 17 (“Maximum
Likelihood Estimation” and “Discrete Choice”).

9 Reintroduction to Causal Inference

Conditional independence. The fundamental problem of causal inference.
Potential outcomes model. Covariate selection. Why you can’t “sign the
bias”.

MHE 3.2; Holland (1986) and responses in same issue; Manski (1990);
Freedman (1991); Rosenbaum (1984); Rosenbaum (1999); Heckman (2005).

10 Instrumental Variables

Conditions for an instrument. Wald estimator. Two-stage least squares.

MHE 4.1; Angrist and Krueger (1991); Acemoglu, Johnson and
Robinson (2001); Miguel, Satyanath and Sergenti (2004); Bartels
(1991); Bound, Jaeger and Baker (1995); Sovey and Green (2011); Greene
ch. 8 (“Endogeneity and Instrumental Variable Estimation”).

11 Predictive Modeling

In- versus out-of-sample error. Cross-validation. Ridge regresion. LASSO.

Hastie, Tibshirani and Friedman (2009, ch. 7); Breiman (2001);
Tibshirani (1996).
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12 Computational Techniques

Parametric and nonparametric bootstrap. Jackknife. Clustered variants.
Applications to nonlinear model inference.

Efron and Gong (1983); King, Tomz and Wittenberg (2000); Greene
ch. 15 (“Simulation-Based Estimation and Inference and Random Parameter
Models”).

13 Missing Data

Varieties of missingness. Problems with listwise deletion. Multiple imputa-
tion.

Rubin (1976); Little (1992); Schafer (1999).
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